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ECMWF’s Forecasting Systems

What do we do?

Operations – Time Critical

– HRES 0-10 day, 00Z+12Z

• O1280 (9km) 137 levels

– ENS 0-15 day, 00Z+12Z

• O640 (18km) 137 levels

– ENS extended 16-46 day, twice weekly

• O320 (36km) 137 levels

– BC 06Z and 18Z

• hourly post-processing 0-5 days

Research – Non Time Critical

– Experiments to improving our models

– Reforecasts, Climate reanalysis, etc
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FDB and ECMWF's high-performance data infrastructure

• FDB5 is a domain-specific object store

• Software-defined, developed at ECMWF

• Used for storing, indexing and retrieving GRIB data

• Currently runs on Lustre at ECMWF

• Acts as a "hot" storage layer (RAM + HDD)

• Supports custom non-POSIX indexing and storage 

backends
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FDB

fdb-write

fdb-read

GRIB binary data

'class=od,

date=20201224,

stream=oper,

levtype=sfc,

param=10u,

...':

FDB – object store semantics

GRIB binary data

'class=od,

date=20201224,

stream=oper,

levtype=sfc,

param=10u,

...'
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DAOS

• We are assessing DAOS as a backend for FDB

• Goal: evaluate if DAOS is a good replacement for Lustre in our NWP operations

• Depends on:

– Performance

– Scalability

– Robustness/reliability

– Viability of porting

• Software porting complexity

• Cost – out of scope
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NEXTGenIO

• NEXTGenIO is the platform we test DAOS on

– Dual-CPU Intel® Xeon® SP nodes (48 cores)

– OmniPath network

– 192GB DRAM

– 3TiB / node of NVRAM DIMMs – Intel Optane DCPMM

– 34 compute nodes

– Hosted @ EPCC, Edinburgh

34 x 3 TiB Byte Addressable Storage
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DAOS deployments

• Test deployments in local VM

– Installed from RPMs

– Single server, dual engine

– Emulated SCM with 'ram', NVME with 'file'

– Using OFI sockets provider

– Used for initial developments + consistency (reliability) and robustness tests

• NEXTGenIO deployments

– Installed from RPMs

– Multi-server, dual engine

– 1.6TB SCM per engine, no NVME

– Using OFI TCP provider over OPA for now

– Used for performance and scalability tests
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Analysis framework – field IO library

• Developed C functions for field IO from/to DAOS

– Proof of concept for preliminary tests

– Using DAOS high-level APIs (KV and array)

– Having FDB's architecture in mind for easy 

integration later

Pool

Container

kv

{
'{

"class": "od",
"date": "20201224"

}': index_cont_id
}

Container = FDB Index

(class = OD, date = 20201224)

kv

{
'{

"stream": "oper",
"levtype": "sfc",
"param": "10u",
...

}': cont_id,arr_id,

'{
"stream": "oper",
"levtype": "sfc",
"param": "10v",
...

}': cont_id,arr_id,
}

Container = FDB Store

(class = OD, date = 20201224)

array

GRIB data

array

GRIB data
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Analysis framework – test domain

• Planned and ongoing tests, and basic metrics to collect

– Field IO and NWP use case (FDB hammer) have no IO synchronisation across clients

– The metrics to be collected can be used to compute various scores/throughputs
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Test name Access patterns

"0A" and "0B"

Access 

pattern "1"

Access 

pattern "2B"

iperf / MPI

self_test

IOR with segments

IOR with repetitions

field IO simplified

& synchronised

field IO simplified

field IO

FDB/DAOS backend 

+ FDB hammer

Metric name Event measured

latency Individual IO – array open-to-close

Field IO library call (field IO only)

wall-clock time Parallel IO – array open-to-close

Parallel field IO library call (field IO only)

Benchmark first array open to last close

Benchmark first to last lib call (field IO only)

(repetitions)
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Analysis framework – access patterns

Scenarios "0A" and "0B"

– All clients perform a single write

• to a same object / index entry (0A)

• to a separate object / index entry (0B)

Scenario "1"

– All clients perform 100 writes to separate objects / index entries

– Barrier

– All clients perform 100 reads from corresponding object / index entries

Scenario "2B"

– Half of the clients perform 100 writes, each from a same object / index entry

– Simultaneously, other half clients perform 100 reads, each from the same corresponding object / index

entry
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Analysis framework – test domain (2)

• Each test can be repeated varying the following:

– Object class: [S1, S2, SX]

• oclass can vary separately for the 3 kinds of DAOS objects involved

– Clients per client node: [1, …, 244]

– Number of client nodes: [1, 2, 4, 8, 16]

– Number of server nodes: [1, 2, 4, 8]

• Plus server adjustments: huge test domain!

• Some parameters have been fixed after testing with 2 server nodes and 4 client nodes
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General setup

OFI provider

– PSM2 not working well. Selected TCP

• we will try Cornelis Networks recommendations

• we will wait for OPX in OFI

DAOS_MD_CAP

– Increasing it to 2048 seems to reduce frequency of some of the crashes in tests with large number of

clients

• was not effective in DAOS 1.2
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Configuring dual-rail

Server

– two engines, bound to one interface each

– fabric_iface_port s have to be distant

– tried combinations of "hyperthreads", "first_core" and "pinned_numa_node"

• pinned_numa_node has to be used for proper server pinning and best performance

Client

– pinning half the clients to each socket results in substantial performance increase: read increases by x10

– having OFI_INTERFACE set to one of the two interfaces is perjudicial
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Configuring dual-rail (2)

• IOR access pattern "1", with segments, OC_S1, varying number of engines and ifaces

– Each test was repeated 9 times with clients per cn = 24, 48, 96. Maximum among 9 repetitions shown

– Lower performance when using ib1. Verified with MPI test. Possibly due to network configuration issue

– Bandwidth scales with number of servers
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# sn # eng 
per sn

# iface
per cn

Maximum write/read bandwidth (GiB/s) observed with as many client nodes

1 2 4 8 16

1 1 (ib0) 1 (ib0) 3.0w / 4.2r 2.6w / 6.2r

1 1 (ib0) 2 3.0w / 7.4r 2.9w / 7.7r

1 1 (ib1) 1 (ib1) 1.5w / 4.0r 1.2w / 4.0r

1 1 (ib1) 2 1.5w / 3.8r 1.5w / 2.9r

1 2 2 5.5w / 7.5r 5.5w / 9.5r 5.5w / 10.0r

2 2 2 9.0w / 12.0r 9.0w / 18.0r 8.0w / 16.0r

4 2 2 15.3w / 32.7r 16.2w / 32.4r 21.0w / 35.1r

8 2 2 31.0w / 62.4r 35.3w / 61.5r
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Parameter variation – object class

• IOR, with repetitions, with 2 servers (dual rail), 4 client nodes, 48 clients per client node

– Each test was repeated 10 times. The average of the 10 repetitions for each test is shown in each cell.

– OC_S1 is suitable for concurrent acces to same object

– OC_SX is suitable for concurrent access to separate objects (access pattern "1")
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Access pattern
read/write bandwidth (MiB/s) observed with OC...

S1 S2 SX

IOR test "0A" 390 w 862 w 3545 w

IOR test "0B" 4049 w 5074 w 4826 w

IOR test "1" 4065 w / 7516 r 4128 w / 2169 r 68 w / 97 r

IOR test "2B" 3301 w / 3498 r 2895 w / 3227 r 76 w / 80 r
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Parameter variation – object class (2)

• Exploring achievable bandwidth for different OCs varying number of client processes

• IOR, with repetitions, with 2 servers (dual rail), varying client nodes and clients per client node

– Each test was repeated 10 times with 1, 2, 4 and 8 client nodes, with several (>10) different numbers of

clients per client node. The average of the 10 repetitions for each (cn, cpcn) was calculated. The

maximum among the several resulting averages is shown in each cell
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Access pattern
read/write bandwidth (MiB/s) observed with OC...

S1 S2 SX

IOR test "0B" 5600 w (pending) (pending)

IOR test "1" 7300 w / 11600 r 7700 w / 10700 r 8200 w / 3200 r

IOR test "2B" (pending) (pending) (pending)
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Parameter variation – object class (3)

• Field IO, with repetitions, with 2 servers (dual rail), 4 client nodes, 48 clients per client node

– Each test was repeated 10 times. The average of the 10 repetitions for each test is shown in each cell.

– OC_SX for all objects seems to result in best performance for "1" and "2B"

– "Global bandwidths" are low if compared to IOR bandwidths

• In access patterns "0A" and "0B", container opening from each client can have an impact

• In patterns "1" and "2":

– latency of IO operations (field IO library call) is ~ 0.06 s

– in IOR, latency of IO (array open to array close) is ~0.04 s

17EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

Access 

pattern

read/write global bandwidth (MiB/s) observed with OC...

S1 S1 S1 S2 S2 S2 SX SX SX SX S2 S1 SX SX S1

Field IO "0A" 172 w 160 w 171 w 140 w 172 w

Field IO "0B" 158 w 160 w 134 w 138 w 135 w

Field IO "1" 600 w / 233 r 593 w / 231 r 612 w / 691 r 587 w / 218 r 584 w / 577 r

Field IO "2B" 187 w / 155 r 188 w / 153 r 192 w / 165 r 189 w / 156 r 179 w / 156 r
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Parameter variation – IOR API

• IOR pattern "1", with repetitions, 2 server nodes (dual-rail), 4 client nodes, 48 clients per cn

– Each test was repeated 10 times. The average of the 10 repetitions for each test is shown in each cell.

– We are possibly hitting issues with dual-rail with DFS and MPIIO

– Tests with single-rail showed smaller gaps
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IOR API
read/write bandwidth (MiB/s) observed with OC...

S1 S2 SX

DAOS 4065 w / 7516 r 4128 w / 2169 r 68 w / 97 r

DFS 4928 w / 1641 r 4712 w / 563 r 85 w / 88 r

MPIIO 1472 w / 865 r 1394 w / 495 r 78 w / 93 r
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Messages to take home

• Preliminary results are encouraging

– The API seems fit-for-purpose

– Performance results obtained so far with IOR are encouraging

• Effort required to optimise configuration

• Ongoing work to understand and reduce performance gap between IOR and weather field IO
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